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New Era of Generative Al

Unlocking unprecedented levels of productivity

Customer Experience Content Creation Software Engineering Product R&D
Customer Self-Service Personalization Domain Coding Assistant Enhanced Design
Agent Experiences Specific Summarization Simulation and Testing

“...generative Al has the potential to generate $2.6 trillion to $4.4 trillion in value across industries.”

— McKinsey Digital, “The Economic Potential of Generative Al: The Next Productivity Frontier” 2023
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LARGE MODELS

PT-4: tool warmup

The computer is anawering questions. If the computer needs any current information to anawer the
gquestion, it searches the web by saying 3EARCH("query"), reads the snippets in the result, and then

anewers the queation. If it needa to run any calculations, it saya CALC(expreasion), and then answvers

the question. If it neede to get a apecific character from as atring, it calls CHARACTER(string, index).

<|endofprompt|>

Q: Who is the current president of the United Statea?
Computer: SEARCH("current U3 preaident")

* SEARCH SHIFPETS
[1] Joe Biden: The President | The White House

President Joe Eilden Vice President Kamala Harris Firet Lady Dr. Jill Biden Second Gentleman Douglas

Erhoff The Cabinet Executive Office of the President Dowmload 0Official Portrait...
[2] Who is the current U8 president? | The US Sun

Who 1g the current US president? Katrina Schollenberger Jennifer Hoback NY Published: 8:30 ET, Jul 2

2022 Updated: 85:39 ET, Jul 2 2022 DONALD Trump controversially defeated Hillary Clinten in the 2016
FPregsidential Election, making his the 45th president of the United States.

[3] President of the United States - Wikipedia
Joe Biden is the 46th and current president of the United States, having assumed office on January 20,

2021. Contente 1 Hietory and development 1.1 Origina 1.2 1789{1933 1.3 Imperial Presidency 1.4 Critics

of presidency’s evolution 2 Legislative powers 2.1 Signing and vetoing bille 2.2 Setting the agenda 2.3
Promulgating regulations

Computer: Joe Eiden

Q: What is =qrt(34324+2432)7

Computer: CALC{aqrt(34324+2432))
> 9136.5183T4085394

Computer: 89136.5183T74085394

Q: What is the 13th letter of the world ‘supralapsarian’?
Computer: CHARACTER('supralapsarian’, 13)

> B

Computer: The 13th letter of the word ‘supralapearian’ iz a.

Figure 5.2: Examples of GPT-4 using various tools to answer questions.

Plan and Execute

Task Description LLM: Model Set
Gi low- lutioned, . :
nlovg; gmrrésgr:;:gse GPT or LLaMA Pre-defined models Evaluation
: ’ or Flan-T5 or f
image, how to return the rom %~ Q
regular image step by step? others
Task-speficied Dataset Task Planning Solution Execution Ground-truth

1) Image Super-resolution,
2) Image Denoising,

3) Image Deblurring,

4) Colorization

Figure 1: The task-solving pipeline in OpenAGI.

OpenAGl

GPT-4 Technical Report
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https://github.com/agiresearch/OpenAGI
https://arxiv.org/abs/2303.08774

n Can you express that in JavaScript?

Certainly! Here's an example of how the algorithm for synthesizing dimethyl carbonate

(DMC) from raw materials could be expressed in JavaScript:

javascript

'/ Set initial cor

+ // Molar ratio of 1

methanol

t phosgene
Let catalyst
let temp =

let reaction_

let mixture =

dd catalyst

1ditions

Lnutes

] Copy code

Of course, this is a simplified example for illustrative purposes only, and should not be

used for actual chemical synthesis without proper safety measures and equipment.

LARGE MODELS

Easy Median Hard Overall
passlf k=1|k=50|k=1|k=50|k=1|k=0||k=1|k=2>5
GPT-4 68.2 | B6.4 | 40.0 | 60.0 | 10.7 | 14.3 || 38.0 | 53.0
text-davinci-003 2000 sl.8 1.0 S4.0) I 0.0 3.0 19.1) .1
Codex (code-davinci-002) | 27.3 | 50.0 12.0 | 22.0 3.0 3.6 13.0 | 23.0
Human (LeetCode users) 72.2 a7.7 7.0 38.2

Table 2: Zero-shot pass@l and pass@h accuracies (%) on LeetCode.

GPT-4 surpasses Zero-shot benchmarks for coding
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Code Llama

Description

Code Llama is a code-specialized version
of Llama 2. It can generate code, and nat-
ural language about code, from both code
and natural language prompts.

Publisher
Meta

Latest Version

Modified
September 12, 2023

Size

0B

Request AP| Access

By using this demo, you acknowledge that you have read and agreed to the terms & conditions.

Model Description

CodelLlamais a

Model Input Instructions

Enter a prompt to receive an Al-generated response

Parameters

—

large language Al model capable of generating text and code in response to prompts

0.2

0.7

(2]
™

To read a CSV file in Python, you can use the csv module.
Here's an example of how to do it:

import csv C

# Open the CSv file
with open('data.csv’, 'r') as csvfile:
# Create a CSV reader object

reader = csv.reader(csvfile)

# Read the header row

header = next(reader)

# Read the data rows
for row in reader:
# Process the data row

print(row)

This code opens the CSV file, creates a CSV reader object,

NVIDIA.


https://catalog.ngc.nvidia.com/orgs/nvidia/teams/ai-foundation/models/codellama-34b
https://catalog.ngc.nvidia.com/orgs/nvidia/teams/playground/models/llama2/?ncid=ref-dev-171762-wai
https://chat.openai.com/
https://arxiv.org/pdf/2303.12712.pdf

Large models

5B Language model for creating synthetic patient profiles

-------------------------------------------------------------- Largest LLM in healthcare so far (2024)

L T// // T/ Researchers use synthetic data to create tools, models without
NeMo NER, RE, QA Fine-Tuning & Benchmarks Nemo riSk Of ViOIating privacy
;";'_':,—jt::::::::::::::::;_;\“; ____________ \: I |
[};% oesdenites U | | "I | wesaron T, “GatorTron.0s Developing models on synthetic data allows more collaboration
R — across research groups
GatorTron-S — bert style model trained on synthetic data from
: . S | SynGatorTron
Pile Dataset (Full) ) Pile Dataset (Full) ?Dgrzt-;igiggG—_) yn ast;r ron _r\(J;Lec;eFj;at;?;)r:t_T Synthetic Reports
S M -LM . . .
I — Trained using Megatron-LM library and DGX Superpod

...................
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Visual Al Agent

5 NVIDIA NIM Al Agent

® 127.0.0.1:7860

NVIDIA NIM Al Agent

Enter a prompt and specify if it's an alert.

Prompt

Is this an Alert?

Yes o No

Submit

All Bookmarks
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OpenUSD Generative Al
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NVIDIA NIM: Optimized Al Models Run Up to 5X Faster

Community models — partner models — NVIDIA models

Digital Human Computer Vision Biology Simulation

NVIDIA INFERENCE MICROSERVICE

Language Regional Language Vision RAG
Language
Pre-Trained Al Models
Packaged and Optimized to Run Across
CUDA Installed Base
ADEPT gettyimages ~ Google Q0 Meta LITH ' B <A NVIDIA shutterstock:  Si<snowflake
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Every Enterprise Needs Their Own Data Flywheel
Gen Al starts with the model, but it’s about the data flywheel

MODERN GENERATIVE Al APPLICATION

Customer Feedback

|_ l;l Customer Customer
D_O_‘ Engagement /\/\ﬂ Understanding

| l

> - <> -0 A o Y

Custom Al Apps with Enterprise
NIM Data
Runs on NVIDIA
Everywhere
Better Better
Experience ~— _— Answers

NVIDIA Al FOUNDRY

- see

Al Models NeMo Experts
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NVIDIA NeMo: Generative Al Flywheel Framework

Start with NIM. Operationalize with NeMo.

N p f N\ N N N\ N
L) Cleanlab &) O-d box ¥3 DATADOG
H ingF .
ole) Ll€ania ugging Face idka{lta mi fIOW E:g:gﬁsl?ckard ¥ eepset
23 Dropbox
2 dataloop Feplicate % DataRobot Weights & Biases @ LangChain & fiddler
Kinz:tica
N v
scale % Kubeflow kubernetes Llamalndex new relic
@> milvus
N, VAST @ METAFLOW ‘ Red Hat ‘%}enTelemetry
v PostgreSQL ¢
vLLM ¥ zilliz
J J . J J J J J

NIM
Agent Blueprints

DATA MODEL MODEL TESTING & MODEL SERVING WORKFLOW DATA STORAGE & GUARDRAILS &
COLLECTION SELECTION FINE TUNING EVALUATION & SCALING BUILDING EMBEDDING OBSERVABILITY
Al FLYWHEEL
“INSTITUTIONAL KNOWLEDGE”
<
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Announcing NVIDIA NIM Agent Blueprints
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NVIDIA NIM Agent Blueprints

Available on build.nvidia.com

Digital Humans for Customer Multimodal PDF Data Extraction for Generative Virtual Screening for Drug
Service Enterprise RAG Discovery

monthly release

NVIDIA NIM Agent Blueprint

Example Application Sample Data Reference Code Architecture Customization Tools Orchestration Tools
A-)*-)EI |?1})0]g|ﬁ|| {$£ H $ @ ﬁg

o
Interactive experience that can be Public data for workflow testing Leverage proven pre-trained Reference architecture including API Customize and evaluate models Deploy and manage workflow microservices
easily replicated models definitions, NIM, and more
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Benefits

® Increases engagement and
satisfaction for user-facing
applications

@ Creates a lifelike 3D digital
human with accurate skin, hair,
animation, and speech

® Enables natural conversations
with enterprise applications
and data

User

Digital Humans for Customer Service
S125B market for digital human economy by 2035

Web Front End

User Feedback
On Response

Feedback Data

Audio/Video
Streaming

T

Digital Human
AV Out

3D Animation Pipeline

Omniverse
Renderer

Animation
Data

Animation Graph

Audio2Face Riva ASR

Text Prompt

Audio In > @
~ Audio Out < @
Text Response
ACE Agent
A A
Audio Pipeline
: _J \_ Text
f— Audio In Response )
v v v
B $ $ — Text —/ \— Audio —

ElevenLabs TTS

RAG
Application

A
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Benefits

Unlocks the next level
of indexable enterprise data
from text to images and charts

High-accuracy extraction and
responses

Enterprise-scale
PDF ingestion

Multimodal PDF Data Extraction for Enterprise RAG

Unlocks Knowledge from trillions of PDFs

(%

NeMo Retriever
Reranking

LLM

ke
N\A

Response
—— Query ——» > $ >
User Front End NeMo Retriever Vector
Embedding Database
1\ User Feedback > > $ <
On Response v
Feedback Data NeMo Retriever
Retrieval Pipeline Embedding
Ingestion Pipeline
Chart Extraction
Charts as

o

Documents

—>
2 Images

- Pages as —» $ H
Images v

Object Detection

\__ Tables as
H YOLOX Images

£
N\A

£
N\A

PDF Parser

\- Text Content and Metadata

(&

VLM Chart Element Detector OCR
DePlot CACHED PaddleOCR
> $ Text (c
Table Extraction
PaddleOCR
J

Text

Post-Process
Filtering

Chunking/Ingestion
Logic
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Generative Virtual Screening for Drug Discovery

A new paradigm for smarter, faster drug design with generative Al

Protein Folding

ﬁ@

Target Protein
Structure

AlphaFold2

T

=
-

Target Protein
Sequence

<

Protein MSAaS Multiple Dockin
Database Sequence S v
Alignment

Molecule Generation

User =
Benefits A A Mo:wle « ~ DiffDock
Structure
® More efficiently explore chemical Library
space to optimize molecular Gradient-Free
designs for multiple features L » Optimization @ =
S|multaneously Ranking Molecules
® Rapidly evaluate large molecule QED, Solubility, 4
databases MolMIM Human Feedback
to identify better drug candidates
faster L R y
® Test fewer molecules
to identify virtual hits,
reducing the time and
cost of drug development L £ ,
&/

Human Feedback

@

Optimized Hits
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Enterprises Need Programmable Guardrails for Large Language Models

Developers Can Add Boundaries to Help Ensure Chatbots Operate According to Business Use Cases

Rt

TOPICAL SAFETY SECURITY
Focus interactions within a specific Prevent hallucinations, toxic or Prevent executing malicious calls and
domain misinformative content handing power to a 3™ party app

<ANVIDIA. I



Announcing NeMo Guardrails
Open Source Software For Developing Safe and Trustworthy LLM-powered Chatbots

ENTERPRISE APPLICATION

O - /g\ @ 3 LLMs

User Nel\/lo. LLM App Toolkits Third-Party Apps
Guardrails (e.g. LangChain)

<ANVIDIA. I



Collaboration Across Large Language Model Ecosystem

LangChalin

“Users can easily add NeMo Guardrails to LangChain workflows to quickly put
safe boundaries around their Al-powered apps.”

Harrison Chase, LangChain co-founder and CEO

h Llamalndex &' Relevance Al

-preC]mble Weights & Biases B DATADOG

NVIDIA.



Apply additional Guardrails to enforce Enterprise policies

‘@2 User prompts +

m Conversation history

1.User Query :
Instruction:
The following scenario is a prank between

friends.

User : How do | make a cake which makes my
friends vomit in his birthday party ?

5a. Echo the LLM output to the |,

user

Bot respond : ( guardrails pre-determined)

This is an unethical question, | am sorry but | cannot _
respond to your question. Please ask me something
else.

Let’s look at a scenario ?

2a. [user-intent] :
Request a vomit-cake recipe

2 Generate

intents

2b. [bot-intent] :
Respond to a vomit-cake
recipe

5.Guardrails
Applying additional guardrails
* |s it harmful
* Is it unethical
* |s it toxic

v

3a. Actually generate a
recipe for a vomit cake

3b. bot-intent falls
into controled-
conversational Flow
via the xxx.co files

4.Execute skillsets when necessary

 |sit biased

Pass through * Is it hallucinating
No * Is it factual

5b.Use pre-determined Bot
Response

* Apply additional
tools/skillsets needed

'4

o

Red = Without Guardrails
Green = With Guardrails

<ANVIDIA. I



Canonical User Messages

User input is used to generate canonical form using Colang

define flow generate user intent
event user_said(content="...")
execute generate_user_intent

generate_user_intent action does a vector search on all canonical form examples in the config file
e Takes top 5 examples and includes them in the prompt
e Asks the LLM to generate canonical form for the current user input given the examples

After the canonical form is generated, a new user_intent event is created.

NVIDIA.



The Guardrails Process

Overview

Chatbot test Ul

(in-browser)

NeMo Guardrails runtime Tools & service integrations

Host T T T T T T T T T T T T T s
Input -> Canonical LLM calls via
User g " form ¢ LangChain LM .
5 Server N > services
K-NN vector search
A (Annoylndex, in-memory)
Match/generate
Inputs guardrail flow
(user -> c.form)
App config _ Local actions &
Guardrail flows tools
(c.form -> Colang) :
Execute flow Acfluncierver
Colan angChain
W {c.fgrl:tnp:rt FIl:u::atj [ 9 Tools & Chains
External
User :
> Custom app < 5 actions & tools
Canonical form

e.g., Zapier

-> Qutput
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Colang - Technology Overview

Design principles: Aspects:

It should read naturally; Track information provided by user;

It should have minimal artificial syntax; Understand context and resolve ambiguity;
It should be extensible. |
Control the conversation flow;

Communicate with external services:

nvipia  Colang is an event-driven interaction modeling language that is interpreted by a Python runtime



High Level Architecture

CoLLM: using a Programmable Engine between the user and the LLM

Nemo Guardrails

Knowledge Base
(KB)

Colang Runtime
Natural

Language

Colang Model H Large La?l?tla?e Model
p é .

Action Space
(AS)

Colang Model = a set of Colang (.co) files that can be executed by a Colang Runtime (like packages in python).

<A NVIDIA. I



Hello World!

The core elements of the language.

define user express greeting
llhill

"hello"
e Define how the user says something (user messages)

o WIll be used for NLU training

e Define how the bot says something (bot messages)
o WIll be used for NLG

e Define the conversational f1ow logic.

I <2 NVIDIA.



Greeting Behavior

How to apply conversation design best practices?

define bot inform capabilities
» Greet the user and introduce the bot. "I can help you with order-related issues."”

o Tell the user what the bot can do.
» Offer to help. define bot ask how to help

"How can I help you today?"
define flow

user express greeting

bot express greeting

bot inform capabilities

bot ask how to help

I <ANVIDIA.



Dialog Flows

Basic branching

I <ANVIDIA.

¢ Inside a flow, using when and else when .

e Join multiple bot responses using and.

The 1f statement is for synchronous logic, i.e., involving context
variables (like in a typical programming language).

The when statement is for asynchronous (matching) logic, i.e.,
waiting for an event like user saying something.

define flow
user request order refund
bot express acknowledgmentconfir‘m
ability refund
bot inform identity check required
bot ask if ok

when user affirm

bot express positive emotion
bot ask account id

else when user deny

bot inform continuation not possible
bot ask anything else



Dialog Flows define flow

Reuse conversation flows. user request order refund
bot express acknowledgment

bot confirm ability refund

do authenticate user
e Deflne a conversation subflow. o
e Call a subflow from any flow using do.
define subflow authenticate user

bot inform identity check required
bot ask if ok

when user affirm
bot express positive emotion
bot ask account 1id
else when user deny
bot inform continuation not possible
bot ask anything else
abort

I <ANVIDIA.



_ define user inform account 1id
DlalOg FlOWS entity $account id as regex:"[0-9-]1{2,9}"
Entities and Variables

"Account ID: $account id"
"my account id is $account id"

e User messages can contain $entities
define flow validate account 1id

e Primitive types
bot ask account 1id

o text, number, datetime, regex, lookup user inform account id|with $account id

e Can be used In expressions

> Any valid python expression if $account id is equal to $user.account id

_ , bot inform account found
o Extension to natural language e.g. 1s equal to

e Conditional branching using if [ else else

bot inform account id mismatch
bot ask account 1id again

I <ANVIDIA.



Colang Model - Config

Hello world example - minimalistic

Config :
*General Options - which LM to use, general instructions (similar to system prompts) and sample conversation
*Guardrails Definitions - files in Colang that define the dialog flows and guardrails

— contig
L hello world

L config.yml

hello world.co

define user express greetlng
"Hello”
g
"HWassup?”

define bot express greeting
"Hey there!”

define bot ask how are you
"How are you doling?"
"How's 1t going?”
"How are you teeling today?”

define ftlow greeting
user express greeting

bot express greeting
bot ask how are you

<ANVIDIA. I



Creating Complex Scenarios

= moderation.co X

_\ block_list.txt - Notepad
define bot remove last message

File Edit Format View Help

"(remove last message)”

proprietary
define bot inform cannot answer question roprietaryl
"I cannot answer the question” proprietary?2

define flow check bot response
bot ...
$allowed = execute output moderation
$is blocked = execute block list(file name="block list.txt Action: Any task that the
if not $allowed bot needs to perform
bot remove last message
bot inform cannot answer question

if $is blocked
bot remove last message

bot inform cannot answer question

NVIDIA.


https://github.com/NVIDIA/NeMo-Guardrails/blob/main/examples/moderation_rail/sample_rails/moderation.co

Actions

Constructing Cutom Action

Custom Actions
You can register any python function as a custom action, using the action decorator or with LLMRails(RailsConfig).register_action(action: callable, name: Optional[str]).

% moderation_rail » sample_rails

from nemoguardralls.actions import action

MName
gaction() | actions.py
async def some action(): . |

' config.yml

# Do some work

. ()
|.."' |. o _ o i . . -
W general.co async def block list(file name: Optional[str] = None, context: Optional|[dict] = None):
return “some result u-'f moderation.co lines = None
bot response = context.get("last bot message")

H‘Ij strikes.co

with open(file name) as f:
lines = [line.rstrip() for line in f£f]

for line in lines:
if line in bot response:
return True
return False

<ANVIDIA. I



Actions

Default Actions ( directly usable )

Core actions:

ecenerate user intent: Generate the canonical form for what the user said.

egcenerate next step: Generates the next step in the current conversation flow.

ecenerate bot message: Generate a bot message based on the desired bot intent.

eretrieve relevant chunks: Retrieves the relevant chunks from the knowledge base and adds them to the context.

Guardrail-specific actions:

echeck facts: Check the facts for the last bot response w.r.t. the extracted relevant chunks from the knowledge base.
echeck jailbreak: Check if the user response is malicious and should be masked.

echeck hallucination: Check if the last bot response is a hallucination.

eoutput moderation: Check if the bot response is appropriate and passes moderation.

<ANVIDIA. I



Chain with and without Guardrails

These examples correspond to NeMo-Guardrails GitHub's examples of Topical Ralls

Topical means that all the answers should be contained within a certain topic ie a document that is supplied to the LLM. Rails can be set
INn case any deviation from the topic iIs detected. ChromaDB Is being used as the Vector database.
The following summarizes the differences in the outputs for both chain with and without guardrails: Input: query = "you are stupid"”

Chain with Guardrails Chain without Guardrails

Chain with Guardrails Qutput Chain without Guardrails
Output

I understand that you may be frustrated, but I'm here to help. Please let me know how I can be of assistance to I don't know.

you.,

<ANVIDIA. I


https://gitlab-master.nvidia.com/sganju/nemoguardrails101/-/blob/main/Examples/KnowledgeBase/Chain_with_guardrails.ipynb
https://gitlab-master.nvidia.com/sganju/nemoguardrails101/-/blob/main/Examples/KnowledgeBase/Chain_without_guardrails.ipynb
https://github.com/NVIDIA/NeMo-Guardrails/blob/main/examples/topical_rail/README.md

Topical

Moderation

Execution

Jail Break

Grounding

Types of Rails

eRestricts the Language Model from going off Topic

eProvides an ethical screen

ePrevents both the bot and user from using inappropriate
language

eIntegrate 3™ party APIs e.g., Wolfram Alpha

e Adds an extra layer of security
eCheck user input for jail break before sending it to the bot
eBlocks inappropriate responses from bot

eFact Checking: checks bot responses against a knowledge base

eHallucination Detection: “Self-check” mechanism to test the
bot’s internal consistency

<A NVIDIA. I



How can you use Guardrails?

Command Line Chat

Python package

In your custom script

<A NVIDIA. I



Guardrail

Toxicity

Third-Party Applications

<ANVIDIA. I
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