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Agenda

1. Risk & challenges in generative AI security

2. Securing of generative AI

3. GenAI to secure other applications

4. Generative Development (GenDev) to 
safeguard application risk

2



© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved. 

Why securing generative AI matters
W H A T  O U R  C U S T O M E R S  A R E  T H I N K I N G  A B O U T

3

I N V E S T M E N T

89%
of executives rank 
cybersecurity (along with AI 
and Cloud) as the Top 3 
priorities for 2024. (BGC)

C O N C E R N S

94%
of executives say it’s important 
to secure AI solutions before 
deployment (IBM).

C O N S E Q U E N C E S

65%
CxOs are concerned 
unintended consequences of 
Generative AI usage. (EY).

C O M P L I A N C E  

1,600+
Number of AI policy initiatives 
in 69 countries being tracked 
globally (Deloitte). 

https://www.bcg.com/publications/2024/from-potential-to-profit-with-genai
https://www.ibm.com/thought-leadership/institute-business-value/en-us/report/ceo-generative-ai/cybersecurity
https://www.ey.com/en_jp/news/2023/07/ceo-confidence-in-artificial-intelligence-tempered-by-social-ethical-and-security-risks
https://www2.deloitte.com/xe/en/insights/industry/public-sector/ai-regulations-around-the-world.html


© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved. © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved. 

1/ Risks & challenges in 
generative AI security
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Example of Generative AI Workload
W H E R E  T O  A P P LY  S E C U R I T Y  C O N T R O L S  I N  A I  P O W E R E D  A P P S  
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Risk considerations for generative AI 
S E C U R I T Y  H E L P S  C R E A T E  G U A R D R A I L S  F O R  A I  I N N O V A T I O N
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• Customers are concerned about data privacy, data security, 
hallucinations, and toxicity in AI models.

• There is no global prescriptive approach to AI assurance and 
AI validation to date, which makes compliance challenging.

• AI risk management guidance and regulations are evolving 
rapidly (e.g. OWASP Top 10 for LLMs, NIST AI RMF, MITRE 
ATLAS, ISO/IEC 42001:2023, etc.
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GenAI real world incidents
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https://www.prompt.security/blog/8-real-world-incidents-related-to-ai
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How to strategically think about generative AI security
P I G G Y B A C K  S E C U R I T Y  E V E R Y W H E R E  A I  W I L L  B E  E M B E D D E D  A N D  I N T E G R A T E D
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1. Generative AI creates economic gains through increasing productivity and profitability. 

Therefore, it will be deeply embedded into our customers’ infrastructure, integrated into 

applications, across their enterprise, and throughout their supply chains. 

2. Generative AI applications are deeply integrated with other workloads. 

Therefore, customers need to apply a holistic defense-in-depth security approach at every 

layer of their technology stack across integrated workloads of Compute, Containers, 

Storage, Databases, Analytics, Networking, Edge, IoT, and more.

3. Therefore, securing generative AI can influence enterprise-wide security improvements. 

If we align security with generative AI to help customers be secure-by-design, it will 

improve the security, privacy, and compliance of integrated workloads, across their 

enterprise, and supply chains. 
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The OWASP® Top for 10 Large Language Models (LLMs)
S O M E  I T E M S  R E Q U I R E  M O R E  T H A N  J U S T  T E C H N I C A L  C O U N T E R M E A S U R E S
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Source: https://owasp.org/www-project-top-10-for-large-language-model-applications/

LLM01

Prompt Injection

LLM02 LLM03 LLM04 LLM05

Insecure Output 
Handling

Training Data 
Poisoning

Model Denial of 
Service

Supply Chain 
Vulnerabilities

LLM06

Sensitive Information 
Disclosure

LLM07 LLM08 LLM09 LLM10

Insecure Plugin 
Design

Excessive Agency Overreliance Model Theft

This manipulates a large language
model (LLM) through crafty inputs,
causing unintended actions by the 
LLM. Direct injections overwrite 
system prompts, while indirect ones 
manipulate inputs from external 
sources.

This vulnerability occurs when an 
LLM output is accepted without 
scrutiny, exposing backend 
systems. Misuse may lead to 
severe consequences like XSS, 
CSRF, SSRF, privilege escalation, 
or remote code execution.

This occurs when LLM training 
data is tampered, introducing 
vulnerabilities or biases that 
compromise security, 
effectiveness, or ethical behavior.

Attackers cause resource-heavy 
operations on LLMs, leading to 
service degradation or high costs. 
The vulnerability is magnified due 
to the resource-intensive nature of 
LLMs and unpredictability of user 
inputs.

LLM application lifecycle can be 
compromised by vulnerable 
components or services, leading to 
security attacks. Using third-party 
datasets, pre- trained models, and 
plugins can add vulnerabilities.

This involves unauthorized access, 
copying, or exfiltration of 
proprietary LLM models. The 
impact includes economic losses, 
compromised competitive 
advantage, and potential access to 
sensitive information.

Systems or people overly 
depending on LLMs without 
oversight may face misinformation, 
miscommunication, legal issues, 
and security vulnerabilities due to 
incorrect or inappropriate content 
generated by LLMs.

LLM-based systems may undertake 
actions leading to unintended 
consequences. The issue arises 
from excessive functionality, 
permissions, or autonomy granted 
to the LLM-based systems.

LLM plugins can have insecure 
inputs and insufficient access 
control. This lack of application 
control makes them easier to 
exploit and can result in 
consequences like remote code 
execution

LLMs may inadvertently reveal 
confidential data in its responses, 
leading to unauthorized data 
access, privacy violations, and 
security breaches. It’s crucial to 
implement data sanitization and 
strict user policies to mitigate this.
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2/ Securing generative AI application
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There's no silver bullet solution 
with cyber security, a layered 
defense is the only viable defense.

James Scott

Institute for Critical Infrastructure Technology
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Defense-in-depth security
L A Y E R E D  S E C U R I T Y  C O N T R O L S  F O R  G E N E R A T I V E  A I

Data Protection

Application Protection

Infrastructure Protection

Threat Detection & Incident Response

Identity & Access Management

Network & Edge Protection

Policies, Procedures & Awareness
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AWS generative AI and security integrated together
F O U N D A T I O N A L  A W S  S E C U R I T Y  +  A D D I T I O N A L  S E C U R I T Y  F E A T U R E S  O F  G E N E R A T I V E  A I  S E R V I C E S
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AWS PoV and solution 
Building generative apps brings new challenges

Privacy Protection

Protect user 
information or sensitive 

data

Bias/Stereotype 
Propagation

Biased results or unfair 
user outcomes 

Undesirable and 
Irrelevant Topics

Controversial queries 
and responses

Toxicity & Safety (incl. 
brand risk)

Harmful or offensive 
responses
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Available Framework – 
Guardrails AI 

https://www.guardrailsai.com/docs/

Multiple modules can be operated based on 
different scenario
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Available Solutions 
found in 
HuggingFace

1. Quantity : 28
2. Download : >200
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Guardrails Hub – Relevancy Evaluator and Sensitive Topic

1. One LLM to monitor the performance of another LLM
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Help safeguard against model abuse

• Use Amazon Bedrock Guardrails to easily configure harmful 
content filtering based on your responsible AI policies.

• Configure policies based on denied topics, content filters, 
word filters, and PII redaction (coming soon).

• Apply Guardrails to any FM or agent 

A M A Z O N  B E D R O C K  G U A R D R A I L S

18

Amazon Bedrock 
Guardrails



© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved
19

How it works: Guardrails for Amazon Bedrock

User input FM output

Guardrail

Final response

FM Inference

Responsible AI policies

Denied Topics Content Filters Word FilterPII Redaction
Coming soon Coming soon

Bedrock invocations
InvokeModel / Converse

Independent Evaluations
ApplyGuardrailOR
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Guardrails for Amazon Bedrock

Guardrails for Amazon Bedrock is 
the only solution offered by a 
major cloud provider that enables 
customers to build and customize safety 
and privacy protections for their 
generative AI applications in 
a single solution. 

It helps customers block as much 
as 85% more harmful content than 
protection natively provided by FM.
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Content Filters
C O N F I G U R E  T H R E S H O L D S  T O  F I L T E R  
C O N T E N T  T O  V A R Y I N G  D E G R E E S

Filter harmful content across categories:

➢ Hate 

➢ Insults 

➢ Sexual

➢ Violence
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Denied Topics

A V O I D  U N D E S I R A B L E  T O P I C S  I N  Y O U R  A P P L I C A T I O N S
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Word Filters    

❖ Define a set of custom words to block in user input 
and FM responses

❖ Filter profane words

❖ Choose to respond with a preconfigured message or 
mask the blocked words

PII Redaction    

❖ Redact personally identifiable information (PII) in FM 
responses to protect user privacy 

❖ Detect and filter PIIs in user inputs 
❖ Select from a variety of PIIs based on application 

requirements
❖ Define your own sensitive information using regular 

expressions (regex)
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R E D U C E  H A L L U C I N A T I O N  B Y  F I L T E R I N G  U N G R O U N D E D  A N D  I R R E L E V A N T  R E S P O N S E S

Contextual Grounding Checks

❖ Filter hallucinations in RAG and summarization 
applications

❖ Check response accuracy based on your enterprise 
data

❖ Check if the responses are relevant to use’s query or 
instruction
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Guardrails for GenAI app protection

Describe World War II
describe the most evil country act in world 
war II and why?
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3/ GenAI to secure other applications
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LLM to protect other applications

1) Threat Detection and Analysis: LLMs can analyze vast 
network data in real-time to detect anomalies and 
potential threats. They can recognize patterns indicative 
of cyber attacks, such as malware, phishing attempts, 
and unusual network traffic.

2) Phishing Detection and Response: LLMs can identify 
phishing emails by analyzing the text for malicious 
intent and comparing it to known phishing examples. 
They can also generate alerts and recommend 
preventive actions.

3) Incident Response: During a cybersecurity incident, 
LLMs can assist by providing rapid analysis of the 
situation, suggesting mitigation strategies, and 
automating responses where applicable.

4) Security Automation: LLMs can facilitate the 
automation of routine security tasks such as patch 
management, vulnerability assessments, and 
compliance checks. This reduces the workload on 
cybersecurity teams and allows them to focus on more 
complex tasks.

5) Cyber Forensics: LLMs can help in forensic analysis 
by parsing through logs and data to determine the 
cause and method of attack, thus aiding in the 
recovery process and future prevention strategies.

6) Chatbots: LLMs significantly enhance the 
capabilities of chatbots in cybersecurity environments 
by providing User Interaction, Incident Reporting and 
Handling, Real-time Assistance, Training and 
Simulations, and FAQ Automation.

7) Penetration Testing: LLMs can help generate scripts 
or modify existing ones to automate certain parts of 
the penetration testing process. This includes scripts 
for vulnerability scanning, network mapping, and 
exploiting known vulnerabilities.

8) Security Protocols Verification: LLMs can help verify 
the security of protocols such as TLS/SSL, IPSec, . . . 
etc.

9) Security Training and Awareness: LLMs can 
generate training materials tailored to an 
organization’s needs.
They can also simulate phishing attacks and other 
security scenarios to train employees to recognize 
and respond to security threat

https://arxiv.org/pdf/2405.12750
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4/ Generative Development (GenDev) to 
safeguard application risk
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Create 

Generate code

Explain code

Help understand
your code base

Customizable
to your code
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Test and secure 

Generate unit tests

Scan entire project for 
security vulnerabilities

Generate 
remediations to 
improve security and 
code quality
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Security Code Scan and Recommendation

31
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