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In this presentation

* |'ll talk about the DNS, and the root server infrastructure in
particular

« And some recent initiative by APNIC to try and improve the
situation




The Structure of the Domain Name System

The Domain Name System (DNS) is a distributed database representing
the hierarchical structure of domain names.

-:’ . (“root”) zone
www.example.com. \

co%e
example.com. zone

Www.example.com.




The Structure of the Domain Name System

The Domain Name System (DNS) is a distributed database representing
the hierarchical structure of domain names.

. (“root”) zone
Www.example.com.
ﬁegation of the label “com”

com. zone
Delegation of the label “example”
Each zone contains a list of defined labels

example.com. zone
Labels can either reflect a delegation to a \tefmi”a' label “www”
subordinate zone or they can be a terminal label
that contains attribute information associated www.example.com.

with that label




DNS Name Servers

« Every DNS zone has a set of authoritative servers that can
answer queries for names in that zone

« Every DNS query starts by querying the Root Zone

 The Root Zone is just another zone, and the authoritative
servers for that zone are called “Root Servers”
— There are 13 distinct Root Server names
— Limited so far by IPv4 UDP packet size limit
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Resolving a DNS Name

Your resolver needs need to ask a DNS server for the zone that contains the
terminal label for the associated information (resource record) associated with the
DNS name

But...
Where exactly is the zone available?
Who are the servers?

So resolvers discover this information by performing a top-down iterative search...
~/




Resolving a DNS Name
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Qname: www.example.com. i
. (“root”) zone server
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Response: servers for the com. zone
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Qname: www.example.com.? com. zone server

Response: servers for the example.com. zone




Resolving a DNS Name
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Qname: www.example.com.? /m.com. zone server

terminal label

Response: Resource records for terminal label

\ www.example.com.




Resolving a DNS Name
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Qname: www.example.com. R
[\ﬁoot ) zone server
Response: servers for the com. zone \

"

Qname: www.example.com.? com. zone server

Response: servers for the example.cOm. zone
Qname: www.example.com.? /m.com. zone server

terminal label

Every DNS resolution
procedure starts with a
guery to the root!

Response: Resource records for terminal label

\ www.example.com.
D
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How to be bad

Every DNS resolution
procedure starts with a
guery to the root!

If an attacker could prevent the root servers
from answering DNS queries then the entire
Internet will suffer!




Caching in the DNS

* Name servers use caches to remember recent query results, at least
until those records “expire”.

* This decentralises the DNS “database” across millions of servers.

 The root server is only queried when a domain name, and its parent
zone, are not cached in local name caches

 But name servers don’t remember domain names that don’t exist
* The vast majority of the queries that are passed to the root zone

servers (some 2/3 of root queries) generate a “no-such-name”
(NXDOMAIN) response from the root system

Gl



How to be Bad

Caching ensures that the DNS is distributed
and highly robust.

To attack the root servers you need to get past
DNS resolver caches.

This can be done by having every query in the
DNS attack flow ask for a different non-existent
name

This is easy to do!

APNIC (L) ,{}

13




Root Servers are a highly visible
attack target
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Root Servers are a highly visible
attack target

If you can prevent resolvers from getting answers from
the root then the resolvers will stop answering queries
as their local cache expires
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ICANN

1 March 2007

Factsheet

Root server attack on é February 2007

Executive summary

+ The Infernet sustained a
significant distributed denial
of service attack, originating
from the Asia-Pacific
region, but withstood it

* Six of the 13 root servers that
form the foundation of the
Internet were affected; two
badly. The two worst affected
were those that do not have
new Anycast technology
installed.

+ The attacks highlighted the
effectiveness of Anycast
load balancing fechnology.

* More analysis is needed
before a full report on what
happened can be drawn
up. The reasons behind
the aftack are unclear.

On 6 February 2007, starting at 12:00 pm UTC (4:00 am PST), for
approximately two-and-a-half hours, the system that underpins the
Internet came under attack, Three-and-a-half hours after the attack
stopped, a second attack, this time lasting five hours, began.

Fortunately, thanks to the determined efforts of engineers across
the globe and a new technology developed and implemented after the
last DNS attack of this size, on 21 October 2002, the attack had a very
limited impact on actual Internet users.

This factsheet provides the most important details of the attack and
briefly explains how the domain name system works and the systems
in place to protect it. It also outlines how such attacks are possible and
discusses possible solutions to future attacks,

What happened?

"Lhe core DNS servers of the Internet were hit with a significant distributed denial
of service attack, or DDoS. In such an attack, billions of worthless data packets are
sent from thousands of different points on the Internet to specific computer servers
in order to overwhelm them with requests and so disrupt the smooth running of the
Internet.

arvers are a highly visible
arget
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http://root-servers.org

December 4, 2015

Events of 2015-11-30

Abstract

On November 30, 2015 and December 1, 2015, over two separate
intervals, several of the Internet Domain Name System's root name
servers received a high rate of gueries. This report explainas the
nature and impact of the incident.

While it's common for the root name servers to see anomalous traffic,
including high query loads for varying periocds of time, this event
was large, noticeable via external monitoring systems, and fairly
unigue in nature, so this report is offered in the interests of
transparency.

Nature of Traffic

On November 30, 2015 at 06:50 UTC DNS root name servers began
receiving a high rate of gueries. The gueries were well-formed,
valid DNS messages for a single domain name. The elevated traffic
levels continued until approximately 09:30 UTC.

On December 1, 2015 at 05:10 UTC DNS root name servers again received
a similar rate of gueries, this time for a different domain name.
The event traffic continued until 06:10 UTC.

Most, but not all, DNS root name server letters received this gquery
load. DNS root name servers that use IP anycast observed this
traffic at a significant number of anycast sites.

The source addresses of these particular gqueries appear to be
randomized and distributed throughout the IPvd address space. The
observed traffic volume due to this event was up to approximately 5
million gueries per second, per DNS root name server letter receiving
the traffic.

Impact of Traffic
The incident traffic saturated network connections near some DNS root

name server instances. This resulted in timeocuts for valid, normal
gqueries to some DNS root name servers from some locationsa.

the aftack are unclear. Tnternet.
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How should we defend the Root?

« Larger Root Server platforms?

More Root Server Letters?

More Anycast Instances?

Change Root Server response behaviours?
e Or...




How should we defend the Root?

P\
 Larger R can\‘é‘%a}cl platforms?

More Root Server Letters?

More Anycast Instances?
Change DNS behaviour?
e Or...

* DDoS attacks are growing faster than upgrades can
handle




How should we defend the Root?
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Larger R can\‘é‘%a}cl platforms?
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More Anycast Instances?
Change DNS behaviour?
e Or...

* Limit of 13 distinct servers within UDP packet constraint.
In any case more letters will not help!




How should we defend the Root?
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« Change DNS behaviour?
* Or...




Anycast Root Servers

12 of the 13 root server “letters” operate some form of
“‘anycast” server constellation.

— All the servers in a constellation respond to the same public IP
addresses.

— The routing system will direct queries to the “closest” member of the
letter’s anycast constellation.

Anycast provides...
— Faster responses to gueries to the root for many DNS resolvers

— Greater resilience by load sharing widely distributed attacks across
the entire anycast constellation
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Anycast Root Servers

As the traffic to the root servers increases due to natural

growth and increasing attacks, we keep on adding more
Instances to the existing anycast clouds




The attacks get bigger




Our defence is bigger walls




What are we doing?

We're scaling the DNS root server
infrastructure in order to be resilient
against queries from the existing DNS
resolvers.

And those DNS resolvers are being
scaled to survive the very same query
attacks that are being directed against
them!

A vicious circle.




How should we defend the Root?
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DNSSEC changes Everything

Before DNSSEC we assumed (hoped) that we asked an IP
address of a root server, then the response was genuine

With DNSSEC we can ask anyone, and then use DNSSEC
validation to assure ourselves that the answer is genuine

How can we use this?
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Local Root Secondaries — RFC 7706

INFORMATIONAL
Errata Exist
Internet Engineering Task Force (IETF) W. Kumari
Request for Comments: 7706 Google
Category: Informational P. Hoffman
ISSN: 2070-1721 ICANN

November 2015

Decreasing Access Time to Root Servers by Running One on Loopback

Abstract

Some DNS recursive resolvers have longer-than-desired round-trip
times to the closest DNS root server. Some DNS recursive resolver
operators want to prevent snooping of requests sent to DNS root
servers by third parties. Such resolvers can greatly decrease the
round-trip time and prevent observation of requests by running a copy
of the full root zone on a loopback address (such as 127.0.0.1).

This docum intain such a copy of the root
zone th does not pose a threat to other users o
cost adding some operational fragility for the operator.




Caching NXDOMAIN responses?

If we could answer NXDOMAIN queries from recursive
resolvers we could reduce the load on the root servers by
close to 70%

This would be a very significant win
— reducing root query traffic
— providing faster response to these gueries
— reducing the local cache load on recursive resolvers
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NSEC caching — RFC 8198

Internet Engineering Task Force (IETF) K. Fujiwara
Request for Comments: 8198 JPRS
Updates: 4035 A. Kato
Category: Standards Track Keio/WIDE
ISSN: 2070-1721 W. Rumari
Google

July 2017

Aggressive Use of DNSSEC-Validated Cache
Abstract

The DNS relies upon caching to scale; however, the cache lookup
generally requires an exact match. This document specifies the use
of NSEC/NSEC3 resource records to allow DNSSEC-validating resclvers
to generate negative answers within a range and positive answers from
wildcards. This increases performance, decreases latency, decreases
resource utilization on both authoritative and recursive servers, and
increases privacy. Also, it may help increase resilience to certain
DoS attacks in some circumstances.

This document updates RFC 4035 by allowing validating resolvers to
generate negative answers based upon NSEC/NSEC3 records and positive
answers in the presence of wildcards.




NSEC caching — RFC 8198

Most of the queries seen at the root are for non-existent domains, and resolvers cache
the non-existence of a given name

But a DNSSEC-signed NXDOMAIN response fro e root zone actually describes a
range of labels that do not exist, and it’s the fange\that is signed, not the actual

query name

If resolvers cached this range and the signed response, then they could use the same
signed response to locally answer a query for any name that falls within the same label
range

This has a similar effect to RFC7706, but without any configuration overhead, nor is
there any requirement for supporting root zone transfers.
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]
N S I C C aC I l I I l g [gih@gronggrong ~1$ dig +dnssec @f.root-servers.net www.example.

3 <<=> DiG 9.11.8-P3 <<>> +dnssec @f.root-servers.net www.example.
: (2 servers found)
;3 global options: +cmd

For example, if you were to query the root server for [ ERbthee opcodes QUERY, stotus: DM, 1a: 6
the non-existant name www.example. the returned WD recursion requesied bt ot avaliable |
response from the root says that there are NO TLDS Es: version: 0, flags: do; udp: 4096

; COOKIE: eBaee4619b3dd9cb37cB892d65994b66428d99e23452b3cB88 (good)
between everbank. and exchange. ;i QUESTION SECTION: N oa

+3 AUTHORITY SECTION:
. 86408 IN SOA a.root-servers.net. ns
gedee IN RRSIG  S0A 8 © BG49@ 20170829
8P LYwBWTGwWWOrpZhBiHeWcqlLhCBda8MiDcqeKz ffL5m)joSkglygEdeMzrPL B
BIDhXM rgMF j3ePN7EDbrb@iw 1Wnims+w THOFHTXVETHBZYYKOwIDNQ=NNNMBhELVY
wxENYm V0L2Iew==

The same response can sed to respond to
for every TLD between these la

. IN MSEC aaa. NS S0A RRSIG MSEC
1 . acdpe RRSIG MSEC 8 @ 80400 20817882
So we can cache this range response and L TO  oripoykoryb M0 iiwymEaunbyes nt (CTSHZE e ag oA ZBB W abanDo

tJO0yXBXhi3dgaS+gT93wyEZTwGsHItWgiHeGe3N wp. Crf9cZ2Np9bllgfKozpLNMHC

respond to subsequent queries that fall into the el VI N
same range ev : 86480  IN RRSIG Eama 2017082

W/CDza/huRXL 21255gCXY2wYLba0z4ohFgqIdC9glwVugisgkNAZDv ri9oy@f+Mp3/ kP9
AiYhd1ApgBnwbAaBFKLjBPKSTOpIYQfPc19B85q z41g47 LXuBVNWZudL21j iQEBIogSxTE
Gix2cN3 JHI/XQ==

+3 Query time: 1 msec

+3 SERVER: 20@1:5@@:2f::T#53(2001:500:2F::T)
+3 WHEN: Wed Aug 16 21:17:24 UTC 20817

»s MSG SIZE rcvd: 1865




Architecturally speaking...

)

« Rather than have recursive resolvers act as “concentrators’
for DNS queries for non-existent names, NSEC caching
allows these gqueries to be answered locally

* This approach uses existing DNS functionality and existing
gueries — there is nothing new in this.

 The NSEC response to define a range of names, allowing
what is in effect semi-wildcard cache entries that can be
used to respond to a range of query labels

et e




Impacts...

 Instead of relying on endless scaling of the root server system, existing
deployed resolvers can help mitigate DNS DDoS attacks

« This will also improve overall DNS efficiency by absorbing most of the
current root query load in the resolvers

 Also, individual resolvers will operate more efficiently in both response
time (for failed queries) and cache performance.

 Win, Win, Win!
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Coming to a Bind Resolver near you

APNIC has sponsored the inclusion of NSEC caching in the
forthcoming Bind 9.12 release

— Enabled by default.
— Available early 2018

Then...

— To be included in Linux distros
— Replicated in other DNS resolvers?

— Operators must upgrade: OS or Bind, or both




In the meantime

Anycast rootserver deployment continues
— At request of rootserver operators, since recent attacks

APNIC working with F, I, K, M

— Especially at neutral IXPs
— Especially in developing countries

Let APNIC know if we can help

Stay tuned!
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Thanks

dg@apnic.net
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